Information Architecture vs. Navigation: a fundamental issue in both website and environment design

Websites are information rich environments.  So are newspapers, books, computer desktops, software applications, supermarkets, offices, conferences and large buildings.  They all have global structure that is partly indicated by local structure. They all have labels, annotations, visible metadata and design cues which help people to move around and keep their bearings.  Books have page numbers, chapters, headings, table of contents; supermarkets have aisle names, shelf labels, major sections, and store guides; offices have labeled filing cabinets, book shelves, input output trays, piles of files, and desktop arrangements.  It is common knowledge that without such aids, and without an underlying systematicity in global design, people are more likely to get disoriented and lost. Work activities suffer, and environments feel as if they lack coherence and rational structure.  

In the discourse on web design the distinction between the global (i.e. relational) structure of information and the local cues and labels that let people move around is the distinction between information architecture (henceforth IA) and navigation.   Although the distinction is familiar enough –  architecture is about relational structure, navigation is about the local interface, the surface structure of the display space – the two are typically confounded in the literature of web design.  This is understandable, though not excusable, because navigation on smallish sites is just a restatement of information architecture. The labels are the same, the topological structure is similar.  Indeed, designers often work out the primary pages of a website first and then simply treat the connectedness between these as its information architecture.  But though  this may work acceptably on sites with a few dozen or a few hundred pages, it will not work on large websites, or on sites where pages are dynamically constructed out of multiple calls to small pieces of content.  On these sites the desiderata for good navigation and good IA pull apart..  Each is concerned with a different formal problem and the navigational system cannot simply mirror architecture.   
In this paper I will explore the ideas of navigation, or rather navigational systems, and information architecture, especially as these apply to the design of websites.  Many of the points covered apply to other information rich environments and will become increasingly more important as our physical environments become more context aware and we digitize our walls, desks and other surfaces.   
Some Obvious Differences
To a first approximation, the information architecture of a website is the categorial or semantic structure of the information collection it contains; the navigation of a website is the set of visual aids, signs, labels and cues designed to help users move through the pages of a site in search of information they want.  Architecture is about global structure and may be represented by a hierarchy, lattice, semantic network or some other topological structure.   Navigation is about the display space and is tied to label sets, and visual design.  Navigation supports browsing and the sequential stepping toward what is interesting. Information architecture provides the basis for navigation systems but is oriented toward supporting search and query based information seeking.   Navigation is fundamentally user oriented, identifying the contents of a site in non technical language, information architecture is fundamentally supply of information oriented, classifying the contents of an information collection in terms that are general and precise regardless of how technical.
The formal problems of navigation and IA are different as are the desiderata for evaluating them an the mechanisms for implementing them.

Navigation as the Solution to the Keyhole Problem
Website navigation is a solution to an interface design problem.  It arises because of the disparity between the number of pages on a site and the number of links one can reasonably display on a single page.  This makes using the navigation on a website a lot like looking at a city through a keyhole. See figure one.     
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If we pursue the keyhole metaphor we may initially state the formal problem of navigation as follows: Given a topological structure, such as a connected graph of nodes, and a navigational  window in which you can see at most n nodes, find the maximally effective display to let users know where they are, what is nearby and how to reach what they want in the fewest steps.
Figure One: the pages (or content units) of a website are represented here as nodes and their semantic relations as links.  The shaded square represents the set of links – the keyhole – that can be displayed on a single webpage.  The problem of navigation is to find the most effective set of labels and other cues  to display on a page to let users know where they are, what is nearby and how to reach what they want in the fewest steps.  
Experience has taught designers a set of good practices for navigation that alleviate some of the keyhole problems.  For instance, to help users know where they are it is now standard procedure to include a breadcrumb on every page, stating the canonical path from home to the current page (e.g. Home > Courses > Cogsci > 187A).  The links that were used to bring one to the current page are highlighted and the name of the page itself should be one that helps to identify where it is in the overall system of pages.  
To know what is ‘nearby’ mechanisms such as   previous |  next  are used, or 1 2 3 4 5 6 to show where one is in a sequence and what is around.  For content that is nearby semantically, such as course descriptions for other classes offered by Cogsci (when one is at Cogsci 187A), the navbar showing main topics will often be unfurled on the current main topic to display all siblings to the current page. See figure 3.   
In previous work on the formal problem of space limited interfaces Furnas pointed out the logical basis for several navigational techniques.  He began by defining the goal of navigation to be that of minimizing the number of steps a user needs, in the worst case, to move from one arbitrary node in a network to another arbitrary node. The navigational window, by definition, is restricted to displaying no more than n nodes.  The question now becomes an exercise in topology: is there a way of spatially laying out the topology of the network on a 2D surface to enable fewer steps between all nodes?  
For instance,  suppose one’s network is really a flat list.  This is essentially a 1 dimensional structure.  Is there a way of twisting or folding it on a restricted 2 dimensional surface so that a user can jump between spatially local but topologically distant nodes to ultimately span the list in a fewer number of steps than moving node by connected node on the original list?  Is there a way of exploiting spatial layout to redefine locality so that all nodes are closer?  As shown in figure 2a this is possible by reshaping the list from a line to a snake. Now it is possible to jump to certain non-local parts of the list.  But not arbitrarily.   We still do not have random access since we are committed to a spatial display.  But we have reshaped the notion of local so that semantically distant nodes are now spatially less distant.  
A second method of changing the length of the worst case distance between nodes is to modify the topology by adding new nodes to the structure – way points that mediate between distant nodes.  See figure 2b.  In the most powerful case this is akin to making a hierarchical structure.  The result is that no node need ever be more than a logarithmic distance from another (2 log n, where n is the number of nodes). But unless the nodes are labeled with words that let users know what they subsume users will not know to go to these way point nodes in order to reach their destination nodes. 
Such studies are useful in understanding one part of the formal problem.  But they do not address the major design issues that arise in concrete situations because  …
reality that different users have different interest functions and that they are better served by a navigation system that is tailored to their specific needs.  
Short of completely personalizing navigation the standard method for dealing with the different interests of users is to define multiple user types and provide separate navigation for each type.  In a university website, for instance, in addition to the standard topic categories, such as Courses, Departments, Research Labs, there will also be explicit user groups such as Students, Faculty, Staff.  Each user group now can find a specialized view of the nodes, a tailored subset of all pages, so that the pages they are most interested in are closer to the surface.  
The effectiveness of navigation must be measured relative to the interest function of users.   Although this is hard to measure it might seem that the notion is well defined.  Two facts about humans make us question this idea.  First, any interest function will change as goals change.  And people notoriously change their goals with experience.  Second, information goals are a partial function of availability.  Since users only occasionally know the extensiveness and quality of the information available in a collection their information goals change as they gain better meta knowledge – metadata – of what is available.  A second main function of navigation therefore is to increase the metadata users acquire about the information collection they are currently exploring.  Indeed one of the key benefits of browsing is that it displays information in a controlled manner that reveals more of the metadata about a collection than merely searching.    Designing navigation and web pages to increase this metadata is a major objective of good design that is rarely mentioned.   The result of these pragmatic features is that the requirements for effective navigation systems go quite beyond those of information architectures.  To see this let us look more closely at what an information architecture is. 
Information architecture

The information architecture of a website, though a primary factor in constraining navigation, has its own requirements to meet.   To a first order, the goals of the information architecture of a website are to classify content into categories, provide semantic relatives for categories, tag categories to key words, synonyms and search phrases.   
Formally information architecture refers to the category scheme used to organize the elements of an information collection into predictable groups. In this respect it resembles a scientific taxonomy which provides a classification system for a natural domain.  Both scientific taxonomy and content taxonomy (IA) strive for completeness, consistency and decidability.  
· Completeness means that  every distinct piece of content (every element in the taxonomic domain) falls under at least one category.  
· Consistency means that categories are transitive and non symmetric.  That is, if category a has progeny b, and b has progeny c, then has a has progeny c (transitive); no category is a child of itself or a parent of itself  (non-symmetric).  
· Decidability: there is an effective  procedure for deciding for any potential item whether it is a member of one of the existing categories or not. 

But beyond that the two differ in several ways.
Among the most significant differences are the status of their domains.  In the case of information collections the domain is artifactual and depends on the supply of content present in the collection. This supply may change rapidly at times, and is not neutral to the architecture since the way content is classified may lead to the definition of ‘fashions’.  A prevalent architecture may lead content producers to create more content of a certain type thereby weighing down a section of the taxonomy and leading to new specializations in the classification tree.   This means that the metadata created by the IA is not logically and causally independent of  the data it describes.   In the case of scientific taxonomies, however, the domain is natural, assumed to be relatively fixed in size, and does not grow or shrink as a result of the taxonomy classifying it.  A scientific taxonomy is supposed to be logically and causally independent of its domain in the sense that the people creating the classification system do not bias the creation and destruction of the species they define.  (Leave aside political consequences of defining a species ‘endangered’).   Species do not suddenly increase in number and diversity because they have just been classified (though of course they may discovered in greater numbers than before).
Additional differences between the scientific notion of a taxonomy and the information architecture of a given information collection is that for IA’s it is desirable that a given categorial system be intuitive, balanced  and extensible.  

· Intuitive means that the terms used to classify content already exist in the user community’s familiar language.  This makes it easier to design navigation since the labels used in navigation can be the same or nearly the same as those in the architecture if they are non technical and easily understood.  It also means that the users are more likely to have intuitions about semantic relatives of this content category and therefore they can better anticipate what else may be in the collection. 
· Balanced means that categories should have a similar number of subcategories or a roughly similar number of instances in each category. 
· Extendible
· We create a taxonomy that is sensitive to the supply of documents we have rather than create an a priori categorization that marks all logical differences
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The desiderata for effective navigation are not so simple.  
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The  effectiveness of a navigational system can be measured by estimating the average time it takes users to find 
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landmarks to aid memory,  visual cues that help to manage attention
Some Basics

An information architecture can be viewed formally as a taxonomy.  The entities being classified may be content areas – as found in most large scale websites where ‘information’ or ‘knowledge’ is the primary focus.  Such is the case with News sites, corporate sites and intranets, Google  and Open Directory, where web pages themselves are the elements to be classified.  But equally the elements may be physical, as in e-commerce sites presenting and selling clothing or computers, or they may be concrete merchandise such as digital images, CD’s, video’s etc.  In such instances,  the taxonomy can be is to 
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